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Abstract

The task of legal judgement prediction is to automatically predict the outcome of a case given the facts of the case. In this paper we observe that in reality judges don’t determine the case outcome given the facts alone but are constrained in their decision by legal claims, produced by lawyers. Legal claims are the rights the claimant asserts as violated in front of the court. The job of a judge is to decide which of the claimed rights have actually been violated. Not only are the claims valuable on their own as an essential legal product, distinct from the case outcome, they are important with respect to the existing task of legal judgement prediction, because without a knowledge of claims it’s impossible to identify negative outcome, i.e. the claims that had been rejected. Since, both positive and negative outcome is equally binding under the doctrine of precedent, current legal AI models are learning only half of the relevant information contained in the case outcome. In this paper we therefore introduce a new task, legal claim prediction, and establish a strong baseline for it on the European Court of Human Rights corpus, which we label with claims for this purpose. We observe that claim prediction is harder for neural models, which achieve only 0.76 F1 micro averaged score on this task compared to 0.80 on the positive outcome prediction task. We further show a vanilla models struggle with predicting the negative outcomes at 0.07 F1. We therefore introduce a new Subtractive Network architecture which achieves over 3x improvement on this task at 0.23 F1 by utilising both claims and outcomes. Thus we conclude that claims are conceptually necessary and empirically useful missing piece of legal AI research.

1 Introduction

While case outcome prediction has been investigated extensively in a number of jurisdictions around the world (Zhong et al., 2018; Xu et al., 2020; Chalkidis et al., 2019a), it has also been simplified to be a task of predicting the outcome of the case given the circumstances of the claimant, i.e. the facts of the case. However, this task is completely artificial, as it never actually occurs as part of the legal process.1 The judge is never tasked with identifying which law has been breached given the facts. Instead, the job of a judge is to establish which law, provided a set of alleged breaches of law put forth by the claimant, i.e. the party that is making a claim, have actually been breached. The judges are therefore constrained in their decision. On the one hand they can’t rule that a law which has not been claimed, has been breached. On the other hand, they have to consider all of the claims put forth to them. Conversely, the lawyers are not trying to second guess a judge in crafting the claims, they are selecting all the laws that could have been reasonably breached by the defendant and do go beyond the most straightforward claims to craft creative arguments on behalf of their clients to persuade judges to rule against the wrongdoer.

1 Thomson Reuters Practical Law provides a comprehensive overview of the legal process: https://uk.practicallaw.thomsonreuters.com/7-502-0631?
We also argue about what should be the practical outcome prediction task by 3x over the existing architectures.

2 The Judge and the Lawyer

Lawyers are sought after for two main reasons. They can provide a legal guarantee on a promise, usually in form of a contract, or they can give advice on how to get a compensation for a breach of a right. In this paper, we concentrate on the latter skill. In such instances, the lawyer will offer advice on how does the law apply to the client's circumstances. If there is a potential for the client to be compensated, the client is willing to litigate and the accused party is not willing to settle, a legal case is born.2

The legal process can thus be understood as a process of narrowing down the legal space where the alleged breach of law has occurred. Initially, the space includes all the laws there is fig. 1. The lawyer then narrows it down to the subset of all the plausible laws. Finally, the judge asserts which of these, if any, have been violated. We can therefore observe two distinct interactions between the real world and the law. First, when a lawyer aligns them in the form of a claim, second when a judge aligns them in the form of an outcome. While the latter has been studied extensively, we are the first to investigate the former. Furthermore, we explore below, claims play an important role in both.

2.1 The Judge

Positive outcome prediction models the judge, it captures the information about which legal claims succeed. The potential benefit of such model is for estimating a potential of a claim. Because of the high cost associated with a litigation, estimating the chance of a successful claim is extremely valuable. It is also extremely difficult. We argue that the main source of this difficulty however doesn't lie with modelling the law, but rather in modelling human behaviour. Especially with cases which have climbed some way through the hierarchy of a court appeal system, the outcome can often go either way, since both sides of the case have a strong argument.3

2This is an oversimplification, but it illustrates the general flow of a legal process. For criminal law for example, the alleged crime has been committed against the society at large and is therefore prosecuted by the State on behalf of the people without the option for settlement.

3The very nature of appeal is based on this notion.
It’s therefore important not to think of outcome prediction as equivalent to some sort of a medical task, such as cancer detection. It would be misleading to assume this is a situation where the “tumour” of breach of law is either there or not. After all, the decision of the court is binding either way the judge decides.

Herein lies the ethical dubiousness of modelling judges. Much like a jury a judge represents the human element in otherwise relatively sanitised legal process. The judge weighs the competing views of the claimant and defendant and makes a decision. She can be persuaded by the specific circumstances that a case should be decided against expectations. In fact, her ability to do this is a crucial requirement for her job. Some judges, such as Lord Denning for example, became famous for their defiance of legal precedent in favour of ruling of what is ‘right’.

Unlike in the domain of medicine, where identifying the underlying truth is essential for treatment, and thus a machine diagnostician is in theory a competition for the human one, in the domain of law the validity of the decision is poised solely on the best intentions of the judge, who is the source of an underlying truth. We therefore argue a judge should never be replaced by a machine.

Unfortunately, humans are also prone to a bias. There is a considerable evidence that judges do decide cases based on factors such as gender, ethnicity or simply getting bored of the logic used in a previous judgement (Peer and Gamliel, 2013). Indeed, outcome modelling could be used to help with uncovering and perhaps mitigating such biases. However, teaching the model from the existing data isn’t perhaps the best way of uncovering the bias within it, see Chang et al. (2019); Mehrabi et al. (2019).

To better model the judge, whether it is to make an informed decision about which claims to raise in front of which judge, or to keep an eye on the judges to ensure they don’t abuse their power, it’s necessary to consider the claims. Without a claim as an input, we can’t properly assess its chances to succeed at a court. Without knowing which claims are judges evaluating, we can’t easily tell if they are abusing their power or not. Let’s therefore shift legal modelling efforts from outcomes to claims and from a judge to a lawyer.

2.2 The Lawyer

Claims capture a crucial component of legal advice given to a client by a lawyer. Modelling the relationship between facts and claims could therefore assist legal practitioners and their clients by improving the speed and reducing the associated costs of legal services. For example, before seeking a lawyer for a consultation, a client could use a claim prediction system to learn about the law that might be relevant to their situation. Liberating the access to such information would be beneficial to the rule of law.

But the utility of claims is not limited to a potential claimant. As discussed above, they are important for modelling the court as well. This is especially important for jurisdictions that rely on legal precedent. By the doctrine of precedent, the past decisions of a court is binding on future decisions. This ensures consistency between cases and a certain level of predictability of law. The choice of what is claimed therefore influences what the law becomes regardless of the outcome. If a judge decides a law has been violated a new precedent is born, but equally, when a judge decides a law was not violated, this sets a precedent too. Without knowing the claims the case outcome only encodes half of the precedent as the legal AI model learns only about the successful claims. To study precedential legal systems, claims are therefore an essential component.

Furthermore, we would argue the job of a lawyer is much less prone to a bias against their client. The explicit task in front of a lawyer is to align the law with the circumstances for the benefit of the client. In that sense the lawyer is compelled to work for their client in a way that a judge is not.

In conclusion, while understanding of human nature is necessary for the job of a lawyer, perhaps being a human is not. Therefore, much like the robotic surgeon, the robotic lawyer is at least conceivable.

3 Legal Corpus

We chose to work with the ECtHR corpus, which contains caselaw pertaining to the European Convention of Human rights. To this end we use the same scrape of the HUDOC database as Chalkidis et al. (2019a) to construct our own claims corpus. Since their dataset only contains the case outcomes, we need to extract claims from the case text ourselves. To do this we split each case by its head...
under the heading of ‘THE LAW’ we extract the numbers of Article’s which the claimant alleges as violated. These form our claim labels. We keep Chalkidis et al. (2019a) annotations for outcome. For negative outcomes, we simply take the difference between claims and outcomes. Since outcomes are subset of claims, this simple method suffices.

To ensure that our extraction process captures the information we are interested in, we manually check the extracted Article numbers. We also remove any cases where the extracted claims are only a subset of extracted outcomes. We choose to focus only on the first 18 Articles of the European Convention of Human Rights, which corresponds to Section 1, containing the core rights of the convention. Additionally we include Article 1 of the first protocol to the convention, relating to protection of property, which is another frequently claimed Article. We have decided to focus on this subset because it contains Articles that applicants to the court are most likely to claim. However, not all of the first 18 Articles are represented in the dataset. Only the following 14 are: 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 18. Together with protection of property this makes a total of 15 Articles we classify into.

From their original corpus of containing 11,000 cases which are split into 9,000 training cases and 1,000 validation and test cases each, we end up with 6,948 train cases, 773 validation cases and 858 test cases, totalling 8,579 cases.

4 Claims and Outcomes
To study the relationship between the claims, positive outcomes and negative outcomes we propose the following experiments. The models described below are also contained in fig. 2. The technical details are in section 5.

Claims and Outcomes. We train three architectures to compare the claim and positive outcome prediction. First we formalise the task of claim prediction as a standard machine learning classification task and benchmark it using a state-of-the-art Transformer based model. We then define a model of a court where outcome depends both on the facts and claims and investigate if knowing claims can improve outcome classification. Finally, we train a model with a multi task learning (MTL) objective to predict both facts and claims together to investigate if training on both has an effect on the performance of either.

Negative Outcomes. We test four different architectures on negative outcome prediction. First the same Transformer classification model as above to see how hard it is to learn negative outcome prediction compared to its positive counterpart. Second, the same model but trained using a MTL objective on both positive and negative outcome prediction. The intuition is that knowing the positive outcome categories could help learning the negative ones. Third, we propose a siamese network pretrained directly on distinguishing negative outcome cases from the positive outcome cases using a contrastive loss function. Finally we propose a novel Subtraction Network. The Subtraction Network combines
the MTL objective, training to predict both claims and positive outcomes, but uses the difference between the claims and outcomes as the prediction of the negative outcomes.

5 Experimental Setup

Notation. Denoting the set of cases in ECtHR corpus as $C$, we denote each of its elements a $c$. We further consider four sets of random variables. First, we consider $O$, a random variable ranging over a binary outcome space $O = \{0, 1\}^K$, where $K$ is the number of Articles. Instances of $O$ are $o$ and denote which Articles have been violated. Second, we consider $L$, a random variable ranging over the same binary claim space $L = \{0, 1\}^K$. Instances of $L$ are $l$ and denote which Article has been claimed as violated. Third, we consider $N$, with instance of $n$ which are the difference between $l$ and $o$ and denote which Article has been unsuccessfully claimed as violated, i.e. the negative outcomes. We also define a binary random variable $Y$, ranging over the binary space $= 0, 1$. If $Y$ is 1 it denotes two cases, $f_i$ and $f_j$ share a positive outcome $o_k$ and if it is 0, one case has positive outcome $o_k$, while the other has negative outcome $n_k$. Finally, we consider $F$, a random variable that ranges over the space of facts. We denote its instances as $f$ while we denote facts of a case as $f_c$. We denote the space of all facts as $F = \Sigma^*$, where $\Sigma$ is a set of sub-word units and $\Sigma^*$ is its Kleene closure.

Classification We formulate the outcome and claim prediction as a classification task. Given the facts of a case $f$ we use a deep learning models described below to compute probability of an outcome or claims as follows:

$$p_\theta(o \mid f) = \prod_{k=1}^{K} p_\theta(o_k \mid f)$$ (1)
$$p_\theta(l \mid f) = \prod_{k=1}^{K} p_\theta(l_k \mid f)$$ (2)
$$p_\theta(n \mid f) = \prod_{k=1}^{K} p_\theta(n_k \mid f)$$ (3)

To find the probability of violation of the $K$ Articles we compute:

$$h = \text{Longformer}(f)$$ (4)

where $h \in \mathbb{R}^{d_1}$ is a high dimensional representation, $W^{(1)} \in \mathbb{R}^{K \times d_2}$ and $W^{(2)} \in \mathbb{R}^{d_2 \times d_3}$ are learnable parameters in linear projections, and $\sigma$ is the sigmoid function.

Multi Task Learning For the MTL objective we use the same Longformer model as above, but we train two separate linear classification layers on top of it simultaneously:

$$p_\theta(o \mid f) = \sigma(W^{(1)} \text{ReLU}(W^{(2)} h))$$ (5)
$$p_\theta(l \mid f) = \sigma(W^{(3)} \text{ReLU}(W^{(4)} h))$$ (6)

The Longformer weights are shared between the models, but the parameters $W^{(1)}$, $W^{(2)}$, $W^{(3)}$, and $W^{(4)}$ are distinct and learned separately. Similarly, for negative MTL we train:

$$p_\theta(o \mid f) = \sigma(W^{(1)} \text{ReLU}(W^{(2)} h))$$ (7)
$$p_\theta(n \mid f) = \sigma(W^{(3)} \text{ReLU}(W^{(4)} h))$$ (8)

Siamese Networks For our siamese network experiments we use the same Longformer encoder again, but we first pre-train it on distinguishing positive and negative outcomes by optimizing the following contrastive loss function:

$$h_1 = \text{Longformer}(f_1)$$ (9)
$$h_2 = \text{Longformer}(f_y)$$ (10)

$$L(h_1, h_2, y) = y || h_1 - h_2 || + (1 - y) \max(0, m - || h_1 - h_2 ||)$$ (11)

where $m$ is the margin, which enforces a minimal distance placed between positive and negative outcome cases. We then add a classification layer on top of the Longformer and train the model same as above.

Subtraction Network Finally, we train a MTL network with three objectives:

$$h = \text{Longformer}(f)$$ (12)

$$p_\theta(o \mid f) = W^{(1)} \text{ReLU}(W^{(2)} h)$$ (13)
$$p_\theta(l \mid f) = W^{(3)} \text{ReLU}(W^{(4)} h)$$ (14)
$$p_\theta(n \mid f) = \sigma(l - || o ||)$$ (15)

The loss is computed with cross entropy over all three objectives by adding individual losses for positive outcome, negative outcome and claims predictions and dividing them by 3.
6 Implementation Details

We use the Longformer language model as the starting point for training all our classifiers (Beltagy et al., 2020). The Longformer is built on the same Transformer (Vaswani et al., 2017) architecture as BERT (Devlin et al., 2019), but it can process up to 4,096 tokens. Since the facts of legal documents go often well beyond 512 tokens, having the ability to encode the full document without need for pooling is crucial. This way, the global attention in our implementation can attend to all the word-pieces in each document.

Since this architecture achieves state-of-the-art performance in tasks similar to ours, e.g. on the IMDB sentiment classification (Maas et al., 2011) and Hyperpartisan news detection (Kiesel et al., 2019). We believe it to be a good choice for the tasks tackled in this paper. Naturally, the encoder is interchangeable and different architecture candidates are available. For example the BigBird (Zaheer et al., 2020) or Perciever (Jaegle et al., 2021) could be interesting candidates for future investigation.

To be able to train the models using our limited resources we set the models’ hidden size to 50 and batch size to 16. We truncate individual cases to 4,096 tokens, the Longformer maximum size. Our Longformer models are implemented using the Pytorch (Paszke et al., 2019) and Huggingface (Wolf et al., 2020) Python libraries. We train all our models on 4 Nvidia P100 16GiB GPU’s for a maximum of 12 hours using Longformer-base model.

With the exception of our vanilla siamese model pre-training step, our our models are trained using cross-entropy.

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Claim</td>
<td>0.87</td>
<td>0.67</td>
<td>0.76</td>
</tr>
<tr>
<td>Outcome</td>
<td>0.82</td>
<td>0.77</td>
<td>0.80</td>
</tr>
<tr>
<td>MTL Claim</td>
<td>0.86</td>
<td>0.65</td>
<td>0.74</td>
</tr>
<tr>
<td>MTL Outcome</td>
<td>0.83</td>
<td>0.76</td>
<td>0.80</td>
</tr>
<tr>
<td>Outclaim</td>
<td>0.84</td>
<td>0.76</td>
<td>0.80</td>
</tr>
</tbody>
</table>

Table 1: Longformer performance on predicting the claims and positive outcomes given the facts alone, multi task learning to predict both using facts and modelling the court outcome using both claims and facts as an input.

7 Results

The bulk of our results can be found in table 1 and table 2. We discuss them in detail below. All results are reported with F1 micro, we measure significance using the two tailed paired permutation tests with \( p < 0.05 \).

7.1 Claims vs. Outcomes

We find that classifying claims is harder than classifying outcomes. Our best model achieves only 0.76 F1 micro average score on claim prediction, compared to the 0.80 for the outcome prediction, which is 0.04 in terms of absolute difference, see table 1.

We have originally anticipated the claims to be easier to predict. Our rationale was that since in our formalisation the task of a Lawyer is to identify all the law that could interact with the circumstances at hand, while the Judge needs to figure out if a given breach actually occurred, arguably deeper level of legal understanding, the task of the Lawyer would be easier. In reality, we found that Lawyers invent creative ways of connecting facts with law which our models simply cannot replicate. This can be observed when we compare the predicted Claims to the actual Claims made by lawyers. Our model consistently under-claims, when compared to its human counterpart, see Recall in table 1.

Another reason is that the Judges have an incentive to keep more consistency in deciding their outcomes. Distinguishing a case from previous law threatens reliability in precedential legal system. In retrospect, it’s therefore not that surprising that we can observe the drop in performance from positive outcomes prediction to claims prediction.

7.2 Claims and Outcomes

Our experiments with MTL objective have lead to no significant increases in F1 for claims and positive outcomes. In fact, the performance for claims

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifier</td>
<td>0.50</td>
<td>0.04</td>
<td>0.07</td>
</tr>
<tr>
<td>MTL Classifier</td>
<td>0.38</td>
<td>0.07</td>
<td>0.12</td>
</tr>
<tr>
<td>Siamese</td>
<td>0.31</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>SubNet</td>
<td>0.27</td>
<td>0.20</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Table 2: Longformer performance on predicting the negative outcomes using facts alone, with MTL objective, using a contrastively pretrained siamese network and with our Subtraction Network.
decreases to 0.74. However, the MTL objective seems to benefit outcome precision, improving it by 1%. This improvement is counterbalanced by the reduction in recall. Similarly, using claims as an input to the model (Outclaim) improves the precision on outcome prediction further by another 1%. However the F1 remains constant throughout at 0.80. This is interesting because it looks like it’s not significantly easier to learn the case outcomes, knowing the case claims.

Why is that? Knowing the claims should help if the model has trouble narrowing down the space of Articles where the potential breach of law could have occurred. But our models don’t seem to struggle with this. We can see this by calculating how well can one predict outcomes by using claims directly. This is effectively simulating the human lawyer as an outcome prediction model. We find that at 0.79 F1 this human baseline still ‘underperforms’ our model on outcome prediction. How is that possible? The answer is simple, human lawyers are not trying to merely predict the outcomes of cases. They try to identify all the possible claims to benefit their client and argue them as well as they can. That’s indeed what the clients pay them for.

While the F1 improvements are minimal, the precision increases are less negligible. Our results imply that the MTL and Outclaim setup could be beneficial for tasks where precision is particularly important. For example in a neural ranking model, where the typical evaluation is done on mean averaged precision (MAP) or precision@k (P@k).

7.3 Negative Outcomes

While the relationship between claims and positive outcomes seems to have limited practical use for enhancing the classification of either, the importance of training on both becomes apparent for the task of negative outcome prediction.

The same classifier that achieves 0.80 F1 on positive outcome prediction performs incredibly poorly on predicting negative outcomes at 0.07 F1 micro. This is more than an order of magnitude worse than for positive outcomes! We believe that this is due to the fact that it’s very hard to learn which Articles don’t apply if you don’t know which ones do apply.

The MTL objective improves the performance on this task by over 70%, to 0.12 F1. We believe that this improvement is thanks to the model receiving information about which Articles relate to the facts of the case as well as which don’t. While indirectly, the embeddings generated by the shared Longformer encoder provide significant advantage for classifying negative outcomes.

However, the issue with the MTL objective is that it only provides this information indirectly in terms of the outcome. This is why we have used the siamese network setup, where we can train directly on distinguishing the negative and positive outcomes. Unfortunately, we find the siamese network fails to generalise for negative outcome prediction and achieves the lowest performance at 0.02 F1.

On the other hand, we achieve the best performance with our Subtractive Network (SubNet) architecture at 0.23 F1, over a three times improvement on the vanilla classifier. The advantage here is that unlike with the siamese network the SubNet knows about both claims and positive outcomes and that it is the difference between the two that reveals negative outcomes.

8 Related Work

Juris-informatics can trace its origins all the way to the early 1960’s (Kort, 1957; Nagel, 1963). The pioneers have used rule based systems to successfully capture aspects of legal reasoning in thousands of hand crafted rules (Ashley, 1988). Yet these systems have been too brittle to be employed in practice due to the ever changing rules of law. Especially in common law countries, majority of law is contained in case law, where cases are transcripts of the judicial decisions, making the law change constantly with every new decision. With the advances of natural language processing (NLP) in the past two decades, the interest in developing NLP applications for the legal domain have been rejuvenated by the research aiming towards more robust models of law.

Aspects of legal reasoning which have been explored include question answering (Monroy et al., 2009), legal entity recognition (Cardellino et al., 2017), text summarisation (Hachey and Grover, 2006), judgement prediction (Xu et al., 2020) and majority opinion prediction (Valvoda et al., 2018). Our work is in particular similar to the recent research on Chinese law judgement prediction by (Zhong et al., 2018) and (Xu et al., 2020), who break down the court judgement into the applicable law, charges and terms of penalty. Operating in the civil law system (Germany, China, France etc.)
they argue that predicting applicable law is one of the fundamental subtasks, which will guide the prediction for other subtasks. In the context of ECHR law, we argue that the legal claim prediction is one such fundamental subtask as lawyers develop claims as part of their legal advice.

However, legal claims are not part of the research above as claims are not available in the Chinese law datasets. Yet, that doesn’t make claim prediction a unique task for the ECHR law. It is as much a part of the ECHR system as any other adversarial legal system. ECHR cases do conveniently provide this information as part of the judgement, but in most legal systems, the information will be submitted directly to the court and to the other party.

The ECHR dataset has been collected by (Chalkidis et al., 2019b), who have predicted binary outcomes of the ECHR law and the corresponding articles using neural architectures. Our work builds on their research by focusing on the prediction of the claims which precede the judgement outcome.

9 Conclusion

We have conducted the first study to investigate the relationship between legal claims and outcomes. We argue that replacing a human judge is inconceivable even if a legal model could match a human judge on any existing metric. On the other hand, we contend that replacing a lawyer is at least conceivable, though by no means we recommend the use of the current legal AI models, including ours, towards this end.

Our experiments reveal that there is a substantial difference in performance for claim and outcome prediction. Claims, it turns out, are harder to predict. In light of our discussion on the merits of each, the claim prediction should therefore be the focus on future research not only because its potential utility, but because it poses more of a challenge compared to its well-established sibling.

We have investigated if MTL could lead towards improvement for either task and have found that while the overall effect on performance is negligible, there is a small benefit of using this method on improving precision of the models for outcome prediction. This could be useful for example for document retrieval tasks, where higher precision is desirable.

Finally we have formulated the task of negative precedent prediction. Inspired by the legal process we propose a novel architecture to tackle this problem and improve over other classification methods (which are otherwise very successful on claim and positive outcome prediction tasks) by over three times.

None the less there are two problems arising from our work worth further investigation. They can be conveniently described by the performance gaps described above. First, further work should seek to close the gap between claim prediction and outcome prediction tasks. Second, and we believe more important issue, is that more research is necessary to close the performance gap between the positive and negative outcome prediction.
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